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Seventh Semester B.E. e e
Artific Degree Examination, July/August 2022
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Max. Marks: 100

question from each module.

branches of Artificial Intelligence (10 Marks)
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S [ Coalour | s S sarance | Poisonous
Fj@mlc Colour | Toughness | Fungus | Appearance | Poisonous |

: 2 | Green | Hard Yes
[__3__a Brown Soft No | Wrinkled No |
4

and its characteristics.

18CS71

Construct a decision tree for the following data set to find whether a sced is poisonous or not,

I | Green Soft Yes _\\M Yes

~ Smooth No

row L | No | wnnxee | ——
4 | Brown Soft Yes _71\"riiklt':d Yes |
5 T | son [ ve | smeh | ve |
6 | Green | Hard | No | Wrinkled | No
7. [Orange| Soft | Yes | Wrinkled | Yes

(10 Marks)
OR

Design a perceptron that implements AND function Why is that a single layer perceptron
cannot be used to represent XOR function?

Derive an equation for gradient descent rule to minimize the error ‘ :
Write an algorithm for back propagation algorithm which uses stochastic gradient descent
method. Comment on the effect of adding momentum to the network.

(05 Marks)
(05 Marks)

(10 Marks)

Module-4 o
Define Maximum Likelihood (ML) hypothesis. Derive an equation for ML hypothesis using
Bayes theorem. (05 Marks)
A patient takes a lab test and the result comes back positive. It 1s known that the test returns
a correct positive result in only 99% of the cases and a correct negative result in only 98% of
the cases. Furthermore. only 0.08 of the entire population has this discase.
(1) What s the probability that this patient has Cancer”?

(1) What s the probability that he does not have Cancer? (05 Marks)

Write EM algorithm and explain. (10 Marks)
OR

Write Brute-force Maximum A Posterion (MAP) learning algorithm (05 Marks)

Describe the features of Bayesian learning methods (05 Marks)

Estimate conditional probabilities of each attributes |Colour, Legs, Height, Smelly} for the
species classes : {M, H| using the data given in the table Using those probabilities estimate
the probability values for the new instance — |Colour = Green, Legs = 2, Height — Tall and
Smelly = NO!

Example | Colour | Legs | Height | Smelly | Species |
N I White | 3 | Short | Yes 7*7_1\_1'_ |
S 2 Green | 2 Tall No | M H
Y 3 Green | 3 | Short | Yes | M
g 4 |White | 3 | Shont | Yes | M |
S S |Green [ 2" [Shot | No | H
6 White 2 Tall No H
7 White | 2 | Tall No | H
8 White | 2 | Shont Yes T‘II_
(10 Marks)
Module-5

Write K-Nearest neighbor algorithm for approximation of a discre
and also for a real valued target function.
Explain CADET system using case based reasoning.

OR
What is reinforcement learning? Explain the conce

te-valued target function
(10 Marks)
(10 Marks)

pts of reinforcement learning problem
(10 Marks)
arning
(10 Marks)

Derive an expression for a function, Using the same, write an algorithm for le
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